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ABSTRACT 

With the Spread of global pandemic Covid-19 the learning was transformed to online learning 

from traditional learning. The use of eLearning platforms was increased. But this had issues 

with certain communities of people around the world. The hearing-impaired people had many 

issues with eLearning platforms because of their deficiency in hearing sound. Therefore, 

through this paper we are introducing a platform through which hearing impaired people can 

effectively involve in learning. The introducing system will use sign language in addressing 

the students. We also introduce ways on which hearing impaired students can communicate 

with the tutors. The system has a low light enhancement module to enhance the videos 

uploaded by the tutor, it has the module to convert the uploaded videos to sign American Sign 

Language and it can also convert the questions asked via sign language to text. The system 

also focuses on teaching sign language.  

 

Keywords: Machine Learning, Video Processing, Low light enhancement, Convolutional 

Neural Network, OpenPose 
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1. INTRODUCTION 

 

1.1. Background Study 

 

In the year 2020 the world encountered a global pandemic problem with the spread of 

COVID-19 virus. This pandemic situation transformed many of the industries to online 

basis with the use of Internet. This new transformation of Industries to online was 

quickly adapted by the people around the globe. One such sector which transformed 

to online was the education sector where students started learning through online 

platforms. Even though this transformation was effective in continuing the learning 

some group of people encountered lots of difficulties compared to traditional learning. 

One such group of people is the Hearing-Impaired people. In [1] the author states that 

the study made by WHO had suggested that approximately 466 million of total 

population around the world has some sort of hearing deficiency in 2018. This is a 

total of 6.1% of the world’s population. Out of this 432 million are adults and 34 

million are children. Initially we conducted a survey with the hearing-impaired 

community regarding an implementation of an e-learning environment. This survey 

was conducted at a deaf school in Sri Lanka and we received 75 responses. According 

to Figure 1 60% of the response preferred to have lectures in sign language on the e-

learning platform. This showed us the importance of having an eLearning system using 

sign language. 

 

 

Figure 1 - Survey result 
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Based on the survey that is conducted we have clearly identified where the hearing-

impaired community is facing their learning problems and how we can utilize the 

technological advancements to provide a better solution to the problems that are faced 

by the hearing-impaired students. 

 

1.2. Literature Survey 

Some Authors have worked on providing solutions for hearing impaired community 

with various technologies in the past, some of those related work is discussed here. 

 

According to [2] the authors have discussed about using the human computer 

interaction approach to propose a new eLearning interface with interactional features 

for the use by students with varying visual and hearing needs. The proposed system is 

useful for visual/hearing impaired students. The assistive adaptive features used in this 

technology for hearing impaired students are Providing sign language when the user 

places the cursor over the text content in the page, Pre-recorded sign language videos, 

Sign language features to read command in toolbar, Explanation of graphs using sign 

language. In another work authors have also proposed solutions using modern 

technologies which can be used in day today tasks. In [3] the authors have proposed 

an interpreter system that can be used as an Android application. This application can 

convert the sign language into Normal speaking language. The proposed model was 

successful for conveying messages from deaf people to others.  

We also planned to add low light enhancement for the uploaded videos in our system 

because it was identified that low light videos can cause some problems for hearing 

impaired students, this more elaborated in section III A. For identifying low light videos 

we gathered information from some relevant past works conducted by various authors. 

Out of them the Authors of [4] have proposed an algorithm for enhancement of low-

light videos. The algorithm is first inverting an input low light video and then applying 

the optimized image de-haze algorithm on the inverted video. Simulations results of 

this algorithm shows good enhancement results when compared to other frame wise 

enhancement algorithms. In the work [5], the authors have proposed a real time video 

enhancement technique for videos with complex conditions like insufficient lighting. 

This method provided a better approach to enhance the video in low-lighting conditions 
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without any loss of color. The algorithm is providing effective enhancement using 

simple computational procedures. The results were analyzed on the videos that were 

taken on the bad light conditions. But this approach doesn’t provide any evidence on 

the effectiveness of this algorithm in normal light.  

When creating a sign language interpreter for our system we identified the importance 

of captioning techniques in the preprocessing part of the application therefore, we 

considered some important past research on the captioning techniques used on 

eLearning systems. According to [6] Authors discuss about two speech recognition 

techniques. They are using real time captioning using IBM ViaScribe and Post lecture 

transcription using IBM hosted transcription service. The main processes of these two 

techniques are the Process of recording instructor’s speech, Captioning the methods 

using a human captioner or providing transcript using the human transcript services and 

finding errors of the transcripts or captions. These captioning techniques can be now 

utilized using modern cloud solution. 

After Captioning we had to include some text-to sign language conversion techniques. 

For text to sign language conversion, a few research works performed in the past 

includes of direct translation and rule-based translation. In the Direct translation 

approach the English words are directly converted into sign language sequence, 

regardless of the meaning of the sentence. This is highlighted as a major defect in the 

research. Further, as in the rule-based approach  [7], the user given text input is put 

under syntactic transformation and it is converted into a median text. Rule based 

approach can be considered as a successful approach when translating text to sigh 

language. 

When we are creating an eLearning system for hearing impaired students, they should 

be able to use the system desirably. This brought us the challenge of identify hand 

gestures using our system. We looked on to some of the systems that was developed for 

this challenge. The proposed system [8] focuses on recognizing ASL alphabets and 

double-handed gestures for deaf and dumb people. In their system they have used 4 

main components which are real-time hand tracking, hand segmentation, feature 

extraction and gesture recognition. The camshaft method and Hue-saturation Intensity 

(HSV) color model was used for hand tracking, gestures detection and segmentation.  
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In the work [9], a proposal for deaf and dumb people to communicate with ordinary 

people using a framework that recognizing hand gestures was introduced. Their 

approach was first to take an image applying skin segmentation using Hue-Saturation-

value (HSV) histogram and finding edges and then applying Harris Algorithms for 

feature extraction. The next steps on their work were feature matching and recognition, 

here they calculated the minimum value of the matrix. Here they have used skin 

segmentation techniques to detect hand gestures. The proposed system [10] focuses on 

making the dual way communication between hearing-impaired and normal people. But 

they identified some issues on dynamic hand gestures that give the same meaning. Pre-

processing, Segmentation, feature extraction, and classification are the techniques they 

have used. For Preprocessing they have used the Gaussian Blur to reduce the noise in 

the images. Segmentation was applied to find hand gestures regions from the image 

area. For feature extraction they have used Eigenvalues and Eigenvectors which can be 

used to classify hand gestures.  

 

In the year 2016, D .  Kelly , C . Markham , and J .  Mc Donald in their paper Weakly 

Supervised` Training `of a `Sign `Language` Recognition` System `Using Multiple 

Instance Learning Density Metrices[17] has proposed an approach using a metric 

mentioning that not a strong supervised training is need for SL hand gesture 

recognition system with the help of novel multiple instance learning density technique. 

Using the metric we can identify isolated SL from a sentence. Our spatiotemporal 

gesture and hand posture classifiers are then trained using the automatically extracted 

isolated samples. The research is to evaluate sign language extraction, identify hand 

gesture and posture classification and spatiotemporal spotting system. This was 

experimented on a pre-trained model of 48 different vocabulary sign in SL to evaluate 

overall sign spotting system of 30 sign which resulted in 87% success rate. They 

suggested a hand posture classification model that can reliably identify hand postures 

regardless of who is performing the gesture, and a spatiotemporal spotting ML model 

that can classify gestures on spatiotemporal and detect movement without being 

specifically trained on a sign. Spatiotemporal ML model and detect posture have be 

integrated into the framework, using the proposed MIL density algorithm they were 
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able to learn sign language of hand gestures from noisy and weak oversight of 

translation automatically. The researcher have extending the vocabulary of our 

automatic training system based on 30 different sign takes only automatic processing 

of a wider video dataset including  accompanying text translations. As a conclusion  

Proposed system was able to learn using unsupervised training and dataset were from 

different source and still was able to identify the object, using this method we can 

conclude efficiency of the unsupervised model. 

 

In 2020, Tariq Jamil, in his paper “Design and `Implementation ``of an Intelligent 

System to translate`` Arabic `Text `into` Arabic Sign Language” [16] has suggested 

the development of an AI system which transform Arabic written or text to Arabic 

Sign Language(ArSL). It was created to address the need for the Arabic deaf 

community to be integrated into society and to be able to communicate with them 

without difficulty. Text input, parsing, word processing, and ArSL output are the four 

key steps in the system's implementation. Basically, the sentence that needs to be 

translated will be passed to the translator user interface and the system will identify 

each part such as, noun, verb, adjective, and consequently eliminate the words that are 

meaningless. Then the other meaningful words will be checked with the already 

updated system’s database full of signs, and hence display the correct output in GIF 

format. The user interfaces for the translator were created using the ScreenBuilder 

application and the Java programming language. For quick and accurate text 

processing, the ‘Farasa' toolkit was used, which also helps to identify the parts of a 

sentence. Finally, the ArSL signs output was displayed using an animated character 

supplied by MindRockets, Inc. As a conclusion this research work clearly outlines the 

implementation process, where the tools and software used for development will be 

efficient to build an eLearning system and output dataset can be GIF format which 

mean the GIF can be used as input dataset. 

 

In the year 2020 D. Manoj Kumar, K. Bavanraj, S. Thavananthan, G. M. A. S. 

Bastiansz, S. M. B. Harshanath and J. Alosious in their paper "EasyTalk, A Translator 

for Sri-Lankan Sign Language using Machine Learning and Artificial 
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Intelligence"[15] proposed an approach to convert SL text to auditory format, enabling 

people to communicate more efficiently. This is divided into four sub parts, Hand 

Gesture Detector, the first component, uses pre-trained models to capture hand 

gestures. The Image classification component translates hand gesture signs that have 

been found. The Voice generator component produces a text output or auditory format 

for the hand gesture signs that have been recognized. Finally, the Text to Sign  

Converter turns entered English text into animated images based on sign language. 

Using these tools, EasyTalk can more accurately identify, translate, and produce 

relevant outputs. As a conclusion The application translated all NLP connected 

language and SL using an NLP-based API. Ordinary citizens should use the 

application's reverse engine to translate voice input into sign language of Sri Lanka. 

They only need a valid dataset to use this API. The Text and Voice Generator aids in 

the recognition of word segments from alphabet collections, the correction of spelling, 

and the conversion of word segments to speech. This reverse translator use Semantic 

Analysis to get GIF images of relevant SL using text input from the user so that it will 

be an efficient way to use sign language video or gif as a data using RCNN base ML 

model. 

With All the above-mentioned studies some of the key features and functionalities for 

a solution on hearing impaired students’ inability to learn through eLearning system 

was proposed in the next section. 

 

1.3. Research Gap 

In relation to the literature surveys that were conducted for the module of text-to-sign 

language conversion, few research gaps were discovered and listed below and in the 

research proposed in the past is illustrated in a tabular format in Table 1. 

• Communication gap between hearing impaired students and tutors 

• No low light enhancement and Captioning for eLearning system 

• No proper e-learning system for hearing-impaired community 

• Existing systems only have recorded videos of sign language representation 

which takes additional human effort. 
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• Hearing-impaired community couldn't clear their doubts using any e-learning 

system. 

 

 

Table 1 – Illustration of Research Gap 

Features System proposed by Our solution 

M. S. Nair, 

N. A. P and 

S. M. Idicula 

T. Jamil 

A.S. Drigas, D. 

Kouremenos, S. 

Kouremenos and 

J. Vrettaros 

Sign language 

tutoring 
X - - ✓ 

Availability of 

study 

materials like 

tests, quiz, etc. 

- - X ✓ 

Reliable 

translation of 

words 

- X - ✓ 

Low light 

enhancement 

and captioning 

X - X ✓ 

 

1.4. Research Problem 

This research area was proposed in behalf the community and things came out of blue, 

there were so many conflict in the initial stage of the proposal. Here we have listed 

few problems that we came across in the journey, 

1. There is no LMS on teaching sign language. 

2. The sign language tutors are lack of knowledge in teaching online platform. 

3. Lack of dataset for sign language. 

4. Collecting a considerable amount of dataset takes time. 

 

1.5. Research Question 

At the beginning stage of the proposal we had many questions arise from our side those 

which we uncertain, these were the questions: 

1. What are the current trending software in development?  
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2. What design aspects have been considered when designing LMS for hearing 

impaired community?  

3. What ML technologies to be used? 

4. What algorithms to be used to analyze user data? 

5. What is the main source of dataset? 

6. Will dataset be used effectively in training and testing? 

7. Will the proposed LMS make an impact in community? 

  

1.6. Research Objective 

The proposed LMS is a research study to improve the e-learning method to hearing-

impaired students by delivering convert sign language content form lectures video 

and to increase the level of participation of the hearing-impaired students. The main 

and sub objectives of the research are as follows. 

1.6.1. Main Objective 

Solving communication and learning barrier between tutors and hearing-impaired 

students through learning Management System, these are the main objective of the 

proposed system. 

1. Enhancing the low-light videos and providing transcription  in real time. 

2. Using the transcription and generating ASL interpretation. 

3. Students clear doubts using ASL which can be converted into meaningful 

sentences. 

4. Teaching ASL to both hearing impaired and general users. 

 

1.6.2. Specific Objective 

The specific objectives that were focused on this research component are as below. 

1. Provide a user-friendly LMS to the students, especially hearing impaired ones. 

2. Provide a reliable conversion system that would not collapse the meaning of 

the original caption. 

3. Improve performance rate of the hearing impaired students in their respective 

study fields. 
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2. METHODOLOGY 

 

2.1 System Overview Diagram 

 

 
Figure 2 - System Overview Diagram 

Figure 2 shows the system overview diagram. According to the system diagram the 

video will be recorded by the lecturer using his/her webcam. Then it will be uploaded 

to the system. Once the video is uploaded the Low light enhancing and captioning 

module will enhance the video and produce captions to the enhanced video using 

proposed algorithms. The output of this module will contain both the enhanced video 

and the captioned text for the video. The captioned text will be sent to the Text-to-Sign 

language module and produces the sign language interpretation for the captioned text. 

This output will be stored in a storage/ database. Sign Language teaching assistance 

module and the Sign language to text module takes user recorded videos as its input 

for its modules and produce Sign to text interpretation for sign language teaching 

functionality and hearing-impaired student question forum functionality respectively. 
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In the following sections development of each of the module of the system is explained 

along with their implementation. 

 

2.2 Low Light Enhancement and Captioning  

In this section the development strategy of low light enhancement and captioning for 

uploaded vides is discussed. Further this section is divided into two sub sections, low 

light enhancement and captioning module. 

 

2.2.1 Low light enhancement module 

This section discusses the development of the low light enhancement module. When 

the video is uploaded to the system the low light frames of the video is identified and 

first and then they get enhanced. For this purpose, the low light enhancement module 

uses the automated low light identification algorithm as its preprocessing. For 

automated low light identification technique, the algorithm creates intensity 

histograms for each frame Figure 3. 

 

Figure 3 -Intensity histogram 

Intensity histograms Figure 3 displays total number of pixels at each intensity level of 

an image. For an 8-bit image the intensity levels range from 0 – 255. Once the intensity 

histograms are created the cumulative histogram are created from them. The 

cumulative histogram (Figure 4) is an intensity representation that counts the 

cumulative number of pixels in all intensities up to the current intensity. 
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Figure 4 - Cumulative intensity histogram 

For the generation of cumulative histogram, the equation (1) was used. This equation 

uses the intensity distribution of a gray scale intensity histogram to produce the 

cumulative histogram. 

𝑯(𝒊) =  ∑ 𝒉(𝒋)𝒊
𝒋=𝟎     𝒇𝒐𝒓 𝟎 ≤ 𝒊 < 𝑲   (1) 

Equation 1 - Cumulative intensity equation 

H in equation (1) represents the number of cumulative pixels at each intensity level (i), 

h represents the number of pixels in the gray scale intensity histogram at intensity level 

(i). Intensity level can be in the range from 0 to K which is 0 to 255.  To separate the 

low light frames from the normal light frames the algorithm checks to which intensity 

values the majority of the pixels direct. According to Fig 3, 25% of the pixels direct to 

intensity value less than 100 and 75% pixels direct to an intensity value 150. According 

to the Figure 5, we can identify the nature of the intensity values. 

 

Figure 5 - Gray Scale intensity distribution 
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When developing the algorithm, an intensity value is assigned as a threshold value. 

This threshold value is selected such that the intensity of the image can change its 

nature from dark intensity to light intensity. Therefore, an intensity value >100 and 

<120 is selected as our threshold value (Figure 5). This threshold value is then mapped 

with the number of pixels of the cumulative intensity histogram. After selecting an 

optimum threshold value, both Fig 4 and Fig 5 was compared and identified that the 

cumulative histogram Figure 4 is of a normal light image because 75% of the total 

number of pixels falls under a bright region which is intensity level 150. Based on this 

logic the algorithm was designed to identify low light frames separately from normal 

light frames. First our image pixel intensities were scaled from the range [0,255] to 

[0,1]. Then the equation (2) was applied to output the gamma corrected image/ video 

frame. 

                                        𝑶 = 𝑪 ∗ 𝑰𝜸    (2) 

Equation 2 - gamma corrected image/ video frame 

According to equation (2), I in the equation denotes the input image and γ is the gamma 

value. C is a constant and it is equal to 1. The output O is then scaled back to intensity 

range [0,255]. For the enhancement algorithm a γ value of 0.5 is selected. After 

applying gamma correction, a lookup table is created for input pixels and output pixels. 

The output pixel will be the enhanced version of the input pixel. Using this lookup 

table each pixel is mapped and enhanced resulting in an overall enhanced frame. When 

low light frames are enhanced the noise within them also increases. To reduce this 

median filtering is used. Median filter is a non-linear filter therefore their operation is 

completely based on pixel values on the neighborhood and they do not use coefficient 

values as in the linear filter. Median filter computes the median grey level value of the 

neighborhood which reduces the noise in the image.  

 

2.2.2 Captioning module 

 

On this module the speech from the video is extracted and converted into text. The 

audio of the video is first extracted separately. The extracted audio is sent as the input 

to the speech to text model which will output text content. This text is then converted 

into captions with time stamps using a custom algorithm. For the implementation of 
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this functionality the design decision was to use an industry standard speech to text 

(STT) model since commercial speech to text models are more accurate and has good 

results compared to custom speech to text models. As commercial STT models we 

selected IBM Watson and Google Cloud Platform (GCP) STT model. When 

comparing these two models it was clear that GCP model has more advance and 

accurate results.  The output from the GCP STT model will be as a continues text. This 

text wanted to be converted into sentences based on the time stamps. When creating 

timestamps, the average time taken by the person to read a sentence has to be 

identified. In our algorithm, the average time taken to read a sentence was selected as 

0.5 seconds. Then each word was split and counted. Using the total count of the words, 

the time taken for reading the caption was identified. Once the total time was identified 

time taken for each sentence was calculated. To calculate the time taken for each 

sentence a time frame of three seconds was selected with a word count of six. 

 

2.3 Text to American Sign Language 

The procedure in this module consists of five steps as mentioned below. 

 1. Parsing the English text. 

 2. Re-arrangement of the sentence based on the ASL grammar rule standard. 

 3. Eliminating stop words in the sentence. 

 4. Stemming  

 5. Conversion of text into video  

 

2.3.1 Parsing the English text 

The parsing was conducted as the initial step to prepare the retrieved text to put into 

the grammar based arrangement. The parser produces outputs in three parts: part-of-

speech tagged text, context free grammar representation of phrase structure and type 

dependency representation.  

 

2.3.2 Re-arrangement of the sentence  

Here we rearrange of the sentence based on the ASL grammar rule standard and the 

grammar standard conversion is a very crucial step in the process, since the language 

used by the tutors and the American Sign Language have difference in terms of 
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grammar rules. Therefore, it is essential to convert the parsed English text into a format 

that relates with the sign language grammar rules. 

 

2.3.3 Eliminating stop words in the sentence 

In the process of conversion of text into signs, it is clearly seen that some words in a 

sentence do not contain any meaning or is not applicable for conversion itself. Such 

words are referred to as stop words and the elimination of those words is done in this 

step. Stop words include various types, among which a few of them can be determiners 

(the, a, an, another), coordinating junctions (for, an, nor, but, yet), prepositions (under, 

from, on, of, towards), plurals (‘book’ instead of ‘books’), interjections, etc. 

 

2.3.4 Stemming 

The words containing prefixes or suffixes, tense related suffixes, etc. are reduced into 

its root form. For example, words like ‘adjustment’, ‘adjustable’, ‘adjusting’ are 

reduced into its root ‘adjust’. Further, if the root word is not found in the sign database, 

it is matched with its synonym and then the relevant sign will be found.  

                                             

2.3.5. Conversion of text into video 

The string of words that was converted into the ASL format of text, will be available 

for matching with the sign database available in the system. This will be done 

accordingly with the name of the sign videos that they are labeled with. Hence, after 

finding the right matches, the video sequence will be displayed to the user. 

 

2.4 American Sign Language to Text 

In our research, my basic functionality is to convert sign language into text and make 

a meaningful sentence. Deaf and dumb student can ask questions by uploading their 

questions as a video file. Then the system saves the video and does the relevant steps. 

The first system does video pre-processing. In the video pre-processing has three steps. 

The first step is converting the video into a frame by frame image, the second step is 

to adjust the contrast and the final step is to resize the image. After video pre-

processing image background removal, the next step is to convert the image in binary 
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form, the following step is the feature extraction, and the later step is to do the gesture 

recognition and finally taking output text, fine-tune and save it into the database. 

 

2.4.1 Video pre-processing 

There are three subprocesses in this process. The steps are to convert video into frame 

by frame, adjust contrast, and resize images. First of all, the system taking video from 

the database and start video processing. In the first step of video pre-processing video 

input will convert frame by frame and store as sequences of images. The second step 

is taking images one by one and analyzing the contrast and adjust the contrast 

according to the requirement. The last step is to resize the image. This step is 

maintaining a unique size of image and resolution for all images. It will deduce the 

analysis time for the calculations. 

 

2.4.2 Removal background object 

After the video pre-processing image will take it for   the next step. In this step image's 

background and objects will remove from here. It makes the image more definition to 

identify the hand region. 

 

2.4.3 Feature Extraction 

The feature extraction is used to pick up certain features from the unique hand image 

for each identity. We used HOG transformation to extract feature from the frame. The 

Histogram of Oriented Gradients (HOG) is a feature descriptor for object recognition 

in computer vision and image processing. The method counts the number of times a 

gradient orientation appears in a certain area of a picture. 

 

2.4.4 Classification 

Classification is a method after feature extraction that recognize hand gestures with 

various hand gestures images.  We used here SGD classifier. The Stochastic Gradient 

Descent (SGD) optimization technique is used to determine the values of 

parameters/coefficients of functions that minimize a cost function. After the 

classification outputs will save into the specific database location. 
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2.4.5  Dataset collection 

In our research mainly focus on the American sign langue. Therefore we used the 

American Sign Language data set from Kaggle, Microsoft-ASL and own data set also. 

 

 

2.5 Teaching American Sign Language 

2.5.1 Dataset 

ML model implemented using Convolutional Neural Networks. Using CNN classifier 

we can process different image then we can categorize them accordingly[22]. Keras 

library and TensorFlow was used to implement CNN ML model this will be discussed 

in discussion chapter below. Dataset of ASL alphabet is used, each letter will be class. 

There will be 26 classes and each with minimum 100-150 images per class to train.  

 

2.5.2 Preprocessing 

Here we have used vision based approach which eliminate the cost of sensory device, 

this approach focus on webcam input to gain data from user end.  

Gaussian blur filter : is used to extract data from the user which save preprocessing 

time, there are other method but in extraction of data arithmetic mean and Gaussian 

mean are most recommend. The Gaussian mean, pixel values farther away from the 

(x, y)-coordinate center of the region contribute less to the overall calculation of 

threshold value, here is the general formula to compute threshold value, T. 

𝑻 =   𝒎𝒆𝒂𝒏(𝑰𝑳) − 𝑪   (3) 

Equation 3 - Gaussian mean 

where (𝑰𝑳) is the local sub-region of the image, I, and C is some constant which we 

can use to fine tune the threshold value T. 

 

2.5.3 Image Classification 

Once the filter is applied the image going through different stage in CNN classifier 

layer which are listed below, 

1. Convolutional Layer (1) 
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Image from the webcam has low quality which is 128x128 pixels. It will be 

passing through 3x3 convolution filter which is smaller filter size (3x3 + 3x3) 

with smaller kernel value we get more layers and less weight that lead to it 

learn more complex non-linear features. Finally result with 126x126 pixels for 

each Filter-weights. 

2. Pooling Layer  

Once the image pass convolution filter the image are down sampled with the 

help of max pooling which get the maximum value of the feature map and give 

the summarized value of the feature detected of the image, down sampling of 

feature map can be seen in Figure 6. We use 2x2 so that the final result will be 

63x63 pixels in the end. 

 

Figure 6 - Maximum Pooling (2x2) 

3. Convolutional Layer (2) 

Now the image value is 63x63 pixels and this will be filtered again with 3x3 

filter and result in 60x60 pixels. 

4. Pooling Layer(2) 

Here the image with 60x60 pixels is down sampled again with 2x2 so that the 

final result will be 30x30 pixels. 

5. Densely Layer 

The layer connected with preceding layer  deeply which means it is connects 

every neurons and here 128 neurons hence it is used for simple neural network. 

Densely layer perform matrix-vector multiplication where column vectors and 

row vectors must have equal number of columns where A is a (M x N) matrix 

and x is a (1 𝗑 N) matrix and pooling layer result 30x30 so we take 32 column 

value and input of the layer is array of 28800 value. To avoid overfitting 0.5 is 

used as a drop out value.  
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6. Densely Layer (2) 

Result of densely layer (1) used as input to fully connect layer 96 neurons to 

keep it simple neural network. 

Rectified Linear Unit : also known as ReLu is been used in the layers of both 

convolutional and densely fully connected neurons as Activation Function. Here for 

each input max(x,0) function is used by ReLu, this helps to learn more features of input 

and add nonlinearity. So that it results in speeding up training process and reduce 

computation time. 

Max Pooling Layer : there are different types of pooling layers such as Average 

Pooling Layers, Max Pooling Layers and Global Pooling Layers. We have used Max 

pooling  with pool size of (2, 2) with combination of ReLu activation function. This 

will reduce computation cost and overfitting. 

Dropout Layers : here the layer will drop out activation function which doesn’t 

perform well by setting them to zero, the selection of the activation is one specific but 

random set is picked. Providing correct output for defined set even if some of the 

activation function are dropped out, dropout is simply a way to prevent neural network 

from overfitting in Figure 7 we can see the functionality of applying dropout. 

 

Figure 7 - Dropout Layer process 

Adam Optimizer : is used for update ML model in response to the output of the loss 

function. Adam’s optimizer has the advantages of two gradient algorithms which are 

Root Mean Square Propagation(RMSProp) and Adaptive Gradient Algorithm(ADA 

GRAD). 

 

2.6 Development Process 
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2.6.1 Project Management Methodology  

At the beginning of a research project requirements may be unclear or undefined due 

to presence of various sign language and will be subjected to lot of changes throughout 

the development cycle. The Agile Scrum model Figure 8 represents the scrum process 

is an ideal methodology for this kind of a project because it adds more flexibility to 

the software development life cycle and encourages requirement changes throughout 

the process of development. Agile follows an incremental and iterative development 

approach, and each iteration will focus on delivering a working product by adding 

more dataset. As our team consists of four members, having daily scrum meetings will 

allow each member to have a general understanding of the whole project and be aware 

of problems faced by other members as all the functionalities depend on one another. 

Also, this will improve the collaboration between team members encouraging better 

team work. 

 

Figure 8 - Agile Scrum Process 

 

2.7 Feasibility Study 

The following tools and technologies listed below are used to implement this system, 

1. Designing tools :  Wireframes - Balsamiq 

Diagram - Draw.io 

 

2. Implementation :  Database - Firebase 

Backend - PyCharm Community Edition(flask) 

Machine Learning – TensorFlow, Keras, OpenCV,  

Jupyter notebook  
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User Interface - Visual Studio 2019 

Version Control - GitLab 

Task Planning - Microsoft Planner 

 

3. Documentation :  Research Paper/ Final Report - MS Word 2019 

Presentation - MS PowerPoint 2019 

 

2.8 Requirements and Commercialization 
 

2.8.1 Requirement Gathering 

This phase is one of the important steps that need to be done before implementing any 

system. It is a must to analyze and read a lot of previous research works related to this 

project, to know what kind of implementations to be done, what are the technologies 

used in the previous researches, and what are the research gaps in those existing works.  

1. Literature Review 

Under the supervision of our former supervisor we discussed the research 

project idea and she guided us in collection information from online 

conference paper and article which gave us a knowledge on what we are 

going to work on and the current trending technologies which supports the 

project. 

2. Survey Results 

We prepared a set of questionnaire to hearing impaired community to find out 

the difficulties they face in learning and if the are willing to switch to e 

learning platform with the guidance of our supervisor. We visited a special 

school Senkadagala Deaf & Blind School, Kandy and the survey was given to 

students in the school and few teacher as well with the help of few 

voluntaries we were able to complete the survey, you can find the survey in 

Error! Reference source not found..  

3. Dataset 

To training the ML model we referred resource from Kaggle, Microsoft 

Research Open Data. 
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2.8.2 Commercialization aspect of the product 

The web-based nature of the platform we propose has several advantages when 

considering its potential LMS value. The main reason to implement a learning 

management system for the deaf community students was to make them feel confident 

in the education field and to achieve success. It absolutely is very helpful for them as 

they never got to experience an LMS same as the other students (non-hearing 

impaired). Therefore, they won’t be having the feeling of missing out in a community.  

The proposed system is very reliable, highly accurate and rapid enough to follow the 

tutorials, simple and user-friendly application. These aspects will influence very much 

in making the application a highly demanded one for the whole deaf community 

people. Thus it will also increase the user count. Along with that, we can ensure that 

the students who benefit from this, will come out and shine in the society as they will 

have no more hurdles in gaining knowledge or skills.  

Gradually, there will be expectations for other fields other than education, like IT 

industries, banking industry, finance industry, advertising industry, etc. to make use of 

this application, just to convey important information to the hearing impaired users, 

The following feature can be considered as the main commercialization aspects 

• It can be hosted on a cloud platform and provided as a Software as a Service 

(SaaS) product, where the customer will pay a one-time fee or a subscription 

to use it. 

• It can be developed as a website and advertisements can be incorporated into 

the system. 

• It can be developed as a Freemium model, where services are provided free of 

charge and certain premium services can be provided for a fee such 

downloading feature, certification and etc. 

2.9 Implementation  

 

2.9.1 Low light enhancement and captioning module 

 

2.9.1.1 Low light enhancement script 
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The low light enhancement script is developed using python. The adjust_gamma 

function creates lookup tables for input and output pixels for gamma correction. In this 

script a threshold value of 103 is selected to differentiate low light videos with normal 

light videos. 

 

2.9.1.2 Captioning Script 
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The captioning script is responsible to create captions to the video and save a text file 

with sentences including timeframes. 

 

2.9.2 Text to American Sign Language 

2.9.2.1 Parsing of the video caption 

Rule-based grammar system for translating one language into another must be familiar 

with both the source and target language. Parsing is the answer to getting this 
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grammatical structure. Stanford Parser is capable of producing three different releases, 

part of speech Free grammatical representation of the context of the tag text, phrase 

structure and type pro representation. The parser uses the Penn tree tags to parse the 

English sentence. The below code shows how it is implemented in python. 
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2.9.2.2 Stop Words Removal  

In the process of preprocessing, it is clearly seen that some words in a caption is not 

applicable for conversion itself. Such words are referred to as stop words and the 

elimination of those words is done in this step. Stop words include various types, 

among which a few of them can be determiners (the, a, an, another), coordinating 

junctions (for, an, nor, but, yet), prepositions (under, from, on, of, towards), plurals 

(‘book’ instead of ‘books’), interjections, etc. this word will be removed in this phase 

which will be easier to connect the words with the ASL dataset by eliminating the stop 

words. The below code represent how stop word will be removed from the input 

caption. 

 

2.9.2.3 Lemmatization and synonym replacement 

The words containing prefixes or suffixes, tense related suffixes, etc. are reduced into 

its root form. For example, words like ‘adjustment’, ‘adjustable’, ‘adjusting’ are 

reduced into its root ‘adjust’. Further, if the root word is not found in the sign database, 

it is matched with its synonym and then the relevant sign will be found. The below 

code shows how the lemmatization part is done 
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2.9.2.4 Video Conversion 

After completing the above steps, we get the ASL converted text to find matches from 

each word database based on basic string matching algorithm between processed input 

text and labels of videos. Finally a one set of videos can be displayed on the screen 

one after the other which is the final stage of the process converting text into ASL 

videos. 

This stage can be divided in to two parts: 

1. Tokenizing the words  

In this stage the ASL converted caption will be tokenized into words using 

NLTK. 

2. Connecting the video with tokenized words 

Once the tokenization part is completed the system will find matches from each 

word database based on basic string matching algorithm between processed 

input text and labels of videos. 

The below code shows how it is done: 
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2.9.3 American Sign Language to text 

 

2.9.3.1 Video pre-processing 

 

This is contains three sub processing. Converting video to a frame-by-frame format, 

adjusting contrast, and resizing images are all examples of sub processing. First of all, 

the system taking video from the database and start video-processing. In the first step 

of video pre-processing video input will convert frame by frame and store as sequences 

of images. The second step is taking images one by one and analysis the contrast and 
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adjust the contrast according to the requirement. The last step is to resize the image. 

This step is maintaining a unique size of image and resolution for all images. It will 

deduce the analysis time for the calculations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.9.3.2 Removal background object and convert into binary form 

 

This is stage two of my research project. I need to remove background objects from 

the images which are stored in the database after the pre-processing. This very 

important stage because when we recognize hand gestures image contain only the hand 

gesture region then easy to detect the gestures. 
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2.9.3.3 Feature Extraction 

 

The method of distributing and reducing the initial set of source data into more 

manageable categories is called feature extraction. Below images show the result of 

feature extraction. 
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2.9.3.4 Classification 

 

I used here SGD classifier. The Stochastic Gradient Descent (SGD) optimization 

technique is used to determine the values of parameters/coefficients of functions that 

minimize a cost function. After the classification outputs will save into the specific 

database location. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.9.3.4 Backend flask rest API 

 

I have used flask for my back API creation. The below code shows how created rest 

API for the sign language to convert into text. 
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2.9.4 Teaching Assistance 

 

The code implementation of image preprocessing. 

 

The code implementation of building CNN 
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2.10 Testing 

 

For testing our system every all the modules were unit tested individually. Once all the 

modules are tested, they were integrated together and integration test was done. When 

doing integration testing the systems performance was evaluated. Section 2.10.1 has 

some test cases that were used for integration testing. 

Table 2 - Illustration Test Case 01 

TEST CASE 01 

Pre-requirements PC or laptop  

Description Testing the automatic low light detection using the 

proposed algorithm 

Test Procedure Step 1: Insert the video to script 

Step 2: Run the low light identification script 
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Input 

 

Expected Output The output video should contain the low light and 

normal light labeled frames 

Actual results 

 
All the low light and normal light frames on this video 

was identified as normal light and low light image. 

Result of test case Pass 

 

 
Table 3 - Illustration Test Case 02 

TEST CASE 02 

Pre-requirements PC or laptop  

Description Testing the low light enhancement using proposed 

algorithm. 

Test Procedure Step 1: Insert a low light image. 

Step 2: Run the low light enhancement algorithm. 
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Input 

 

Expected Output The low light image has to be enhanced automatically. 

Actual results 

 

Result of test case Pass 

 

 
Table 4 - Illustration Test Case 03 

TEST CASE 03 

Pre-requirements PC or laptop 

Description Testing the captioning function with the proposed 

algorithm. 

Test Procedure Step 1: Insert the video to be captioned 

Step 2: Run the script. 

 

Input Speech in the video - This is a low light environment 

and sound test. As you can see now I will turn off the 

light. Now the room is a bit dark. Now I will turn on 

the light now we have normal illumination. 

Expected Output 1 

00:00:00-->00:00:03 

This is a low light environment 
 

2 

00:00:03-->00:00:06 

and sound test. As you can 
 

3 
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00:00:06-->00:00:09 

see now I will turn off 
 

 

4 

00:00:09-->00:00:12 

the light. Now the room is 

 
5 

00:00:12-->00:00:15 

a bit dark. Now I will  

Actual results 1 

00:00:00-->00:00:03 

light environment and sound test as 

 

 

2 

00:00:03-->00:00:06 

you can see now I will 

 

3 

00:00:06-->00:00:09 

turn off the light now they 

 

 

4 

00:00:09-->00:00:12 

now I will turn on the 

 

5 

00:00:12-->00:00:14.500000 

light we have normal illumination 

Result of test case Pass 

 

Table 5 - Illustration Test Case 04 

TEST CASE 04 

Pre-requirements PC or laptop  

Description Testing the ASL grammar conversion. 

Test Procedure Step 1: Insert the sentence to convert. 

Step 2: Run the script. 

Input 
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Expected Output ASL converted grammar - school present tomorrow go 

Actual results 

 

Result of test case Pass 

 

Table 6 - Illustration Test Case 05 

TEST CASE 05 

Pre-requirements PC or laptop 

Description Testing the video conversion. 

Test Procedure Step 1: Run the script with input(caption) 

Input ASL grammar converted caption 

Expected Output ASL video for each word should be concatenated and 

displayed as one video. 

Actual results 

 

Result of test case Pass 

 

Table 7 - Illustration Test Case 06 

TEST CASE 06 

Pre-requirements PC or laptop  

Description Testing the video-pre processing 

Test Procedure 1.Write pre-processing code 

2.Run the Script 

3. Save the pre-processing file. 
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Input 

 

Expected Output Same size of image and N number of frames. 

Actual results 

 

Result of test case Pass 

 

Table 8 - Illustration Test Case 07 

TEST CASE 07 

Pre-requirements PC or laptop  

Description Testing the model accuracy of hand gesture 

Test Procedure 1.Write model accuracy code 

2.Run the Script 

Input 

 

Expected Output Detect the particular hand gesture and display name 

Actual results 

 

Result of test case Pass 

 

Table 9 - Illustration Test Case 08 

TEST CASE 08 

Pre-requirements PC or laptop and webcam. 

Description Test the trained model by Developer 
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Test Procedure Step 1: execute function switch on the web cam. 

Step 2: place the hand in the ROI. 

Step 3: system automatically detect the ASL. 

Step 4: quit from the window. 

Input & Output 

 

Expected Output Detection of letter ‘C’ 

Result of test case Pass 

 

Table 10 - Illustration Test Case 09 

TEST CASE 09 

Pre-requirements PC or laptop and webcam. 

Description Test the system after UI update – by Developer  

Test Procedure Step 1: execute function switch on the web cam. 

Step 2: place the hand in the ROI(gaussian filter) 

Step 3: system automatically detect the ASL. 

Step 4: quit from the window. 

Input 

 

Expected Output Detection of letter ‘R’ and display result next to character 
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Result of test case Pass 

 

3. RESULTS & DISCUSSION  

3.1 Results 

On this section the output of each module of the system is discussed. The results of 

each modules are explained in the next sections. 

3.1.1 Output of low light enhancement and captioning 

On this section the low light and normal light images were tested. During testing each 

of the image was compared with its generated cumulative intensity histogram. As 

discussed in the implementation section of this functionality, If the percentage of low 

intensity pixels are greater than the threshold percentage then it was identified as a low 

light image.  

 
Figure 9 - low light image and cumulative histogram 

The Figure 9 shows the low light image and its corresponding cumulative histogram. 

In the cumulative histogram the intensity value 103 (threshold) maps to a percentage 

almost equal to 100% which is >75%. Using this data, the algorithm was able to 

identify the image as a low light image. 

 

 
Figure 10 - Enhanced output 
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Figure 10 shows a low light input and its enhanced output. The enhanced output was 

obtained through the proposed enhanced algorithm. The enhancement algorithm also 

has the capability of reducing noise in the image. The enhanced output of Figure 10 

has denoised itself using the denoising algorithm. 

In the captioning module the output form GCP STT model cannot be directly used as 

the captioning output. It had to be further processed into individual sentences with 

timestamps. For this the captioning algorithm uses an additional logic to separate 

sentences and use their timestamps as discussed earlier. The final output of the 

captioning module has the sentences along with its timestamps Figure 11. 

 

Figure 11 - Caption output 

3.1.2 Output of Text to ASL 

Output of ASL grammar conversion 

When running the preprocessing script it will request for the video caption / text to 

convert it from English grammar to ASL grammar. Since the language used by the 

tutors and the American Sign Language have difference in terms of grammar rules. 

Therefore, it is essential to convert the parsed English text into a format that relates 

with the sign language grammar rules. This phase includes following steps, 

1. Sentences reordering module based on ASL grammar rules. 

2. Stop words removal  

3. Stemming and lemmatization  
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The below picture will show the output after running the script which has been build 

using NLTK techniques to convert English grammar to ASL grammar 

The input caption to convert it into ASL grammar is: “I am going to school to do my 

presentation tomorrow” which is shown below. 

 

Figure 12 - Input Caption 

The figure shows the output after converting the caption in to ASL grammar which is 

“School present tomorrow go”  

 

Figure 13 - ASL grammar output 

Output of video conversion module 

The final stage of converting text into ASL video is video conversion module. This 

module use the ASL converted caption to find matches for each word from the 

database based on string matching algorithm between ASL converted input caption 

and labels of videos. Finally a one set of videos can be displayed on the screen one 

after the other which is the final stage of the process converting text into ASL videos. 

This stage can be divided into two phase which is: 

1. Tokenizing the ASL grammar converted caption / text 

2. Video conversion  
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The output after running the video conversion script is shown below: 

 

Figure 14 - Tokenization 

The above figure shows the tokenized part of the caption after running the script and 

it search for the videos for each word from the database to concatenate. 

 

Figure 15 - Video Conversion 

The above figure shows the final results after running the video conversion module. 

Once tokenization part is completed the system search for the videos for each words 

in the database to do the string matching algorithm to concatenate videos for each word 

and present it as a final output of the system. 

 

3.1.3 Output of ASL to Text 

 

Here we will discuss the results of our research application. Deaf and a dumb student 

ask questions and clarify their doubts through the system are very important of this 

research. It is easy for students are able to discuss with tutors and makes a better 
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understanding of subjects. When comes to e-learning platform especially deaf and 

dumb students' ability is different from others. Through our system easy way to access 

the questionaries’ sessions and be able to understand both sides. 

 

The major issue is the accuracy of the outputs. When students asking questions through 

uploading videos should the system give more accurate results. Because they even 

cannot understand the English language. Our system is fully dependent on more 

accuracy. We consider the above requirements and came up with good accuracy of the 

results of each individual and integrated function. In the below scenario, we will 

discuss more. 

 

3.1.3.1 Video pre processing 

 

This is stage two of my research project. I need to remove background objects from 

the images which are stored in the database after the pre-processing. This very 

important stage because when we recognize hand gestures image contain only the hand 

gesture region then easy to detect the gestures. 
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3.1.3.2 Removal background object and convert into binary form 

  

This is stage two of my research project. I need to remove background objects from 

the images which are stored in the database after the pre-processing. This very 

important stage because when we recognize hand gestures image contain only the hand 

gesture region then easy to detect the gestures. 

 

 

 

 

 

 

 

 

 

 

3.1.3.3 Model Results 

 

Finally I have tested this functionality with a machine learning model and Figure 16 

shows the Cohen kappa score accuracy of 0.803 and it predicted 80% of images 

according to the relevant label and I have used this model for my function on the 

project. 
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3.1.3.4 Rest API (Flask) Results 

  

I have used flask for my back API creation. The below code shows the results of rest 

API for the sign language to convert into text. 

 

 
 

3.1.4 Output for Teaching ASL 

The motive of this research study was to provide a functionality that will enable the 

hearing impaired and general students to learn ASL from the online platforms on their 

own, without any difficulties or others’ assistance. The evident from the test result 

proves that have reached our goal, here are some technical aspect to prove the function 

is at its acme. 

Figure 16 - Cohen kappa score accuracy 
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3.1.4.1 Confusion Matrix Results 

Below is the confusion matrices of ML model in Figure 17 Error! Reference source 

not found.where the true positives are given in the diagonal and have very few false 

positive values, this indicates the model less negative value and able to prediction sign 

without any failure. 

 

Figure 17 - Confusion Matrix 

3.1.4.2 Model Test Results 

The functionality is tested in different testing circumstance such as in complex 

background, bright light environment and dark light environment, and we got expected 

out from the system. Table 11 shows the result of test the functionality. 

Table 11 - Illustration Test Result of ML Model 

Test no. Test Scenario No. of test runs Accuracy (%) 

1 Low light background 15 84 

2 
Dark light 

environment 
15 84 

3 Complex environment 15 82 
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3.2 Research Findings 

The ultimate goal of this research study was to provide a system that will enable the 

hearing impaired students to learn from the online platforms on their own, without any 

difficulties or others’ assistance. It was achieved to almost a hundred percentage, 

which is evident from the test results. Hence, our developed system is found to consist 

of the following features. 

1. Reliable and trustworthy 

As the translations of the captions are tested by many test cases, it was found 

they were very accurate, that the meaning of the sentences were not collapsed. 

Therefore, it will be useful for students to learn without any doubts in the 

conversion system. 

2. User-friendly interface 

Since the development was done to minimize the difficulties faced during the 

online learning, it was made sure all the things in the application should be 

simple enough and must have a user-friendly interface. 

3. High speed 

The conversions take place very rapidly, since the data has been already put 

into the system’s database. The process is to find the matching words with the 

same labels of the videos. Although our system has the good features 

mentioned above, there is a con to it. The output that is generated from the 

system definitely relies on the vocabulary scale which is fed to the system 

database. Therefore, some words might be missed, but very rarely. 

 

3.3 Discussion 

 

This chapter discusses the results obtained from the development of the application. 

We have achieved an accuracy of 90% accuracy for the system. Most of the accuracy 

level is depends on the conversion between English grammar to ASL grammar since 

our system accurately converts the caption into ASL with the proof of test cases our 

system archived 90% of accuracy by developing the system. 
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When comparing the text to sign language functionality with other existing systems 

it is proofed that there is no existing LMS system for hearing impaired students is 

available by doing this research. Since there is no existing LMS for hearing impaired 

students out system with 90% accuracy is considered as best success rate by 

developing this system 

 

3.4 Future Works 

Even though we find the research completed, there is also expectations for updates in 

the system by adding more signs to the database with time, and enhancing the synonym 

finding feature in the system. We expect this would be more helpful and trustworthy 

to the users of the system. For output generation the data can be created with the same 

person and also this can be converted to animation output as well which will solve the 

issue for finding the dataset for some words. 

 

As our system is fully developed based on American Sign Language it is possible to 

develop the system to support other sign language as well. This can help more target 

users to get maximum use out of this system. This kind of features can be developed 

in future to provide more advantage to the hearing impaired students.  
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4. CONCLUSION 

 

In summary, this research work is about developing a LMS for hearing impaired 

students. Since the technology is growing very fast in every sector the education sector 

also rapidly moving into online based education system. When it comes to normal 

people it is very convenient for them to learn and interact with the tutors through the 

LMS specially during the pandemic situation but when it comes to hearing impaired 

students they are facing many difficulties while the education sector is migrating into 

online platform because of this problem we came up with a solution to solve the 

communication barrier between the tutor and hearing impaired students and the 

education barrier. Therefore, in this system as a first phase when the tutor uploads the 

video the system can do the video enhancement to provide a better experience to the 

users once that function is completed the caption of the video will be extracted and 

pass it as input for the function test-to-sign language conversion. 

This system also solved the communication barrier while hearing impaired student ask 

a question from a normal tutor who doesn’t know ASL to answer the questions. This 

problem is solved by using machine learning technologies by converting the ASL to 

text format which can be understandable by the normal tutor. In the system the teach 

ASL part is developed using vision based approach to eliminate the cost of extra 

gadgets and device, so that the user can directly interact with the system using webcam 

and learn ASL with help of tutorials. Once he is start the test the system will detect the 

sign and notify the user. This can benefit both community of hearing impaired and 

ordinary user to learn ASL from elementary level. 

The research has been successfully developed and tested that it accommodates the 

hearing disabled students to fulfill their requirements and eliminate struggles in 

shifting to the e-learning platform. The system flawlessly performs all the functionality 

with good success rate. Therefore, it is hoped that they benefit from this and more 

users will find this enlightening for their studies.  
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